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Abstract
The revolutionary internet and digital technologies have imposed a need to have a system to organize abundantly available digital images for easy categorization and retrieval. The need to have a versatile and general purpose content based image retrieval (CBIR) system for a very large image database has attracted focus of many researchers of information-technology-giants and leading academic institutions for development of CBIR techniques. These techniques encompass diversified areas, viz. image segmentation, image feature extraction, representation, mapping of features to semantics, storage and indexing, image similarity-distance measurement and retrieval - making CBIR system development a challenging task. The paper addresses and analyses challenges & issues of CBIR techniques/systems, evolved during recent years covering various methods for segmentation; edge, boundary, region, color, texture, and shape based feature extraction; object detection and identification. The state of the art techniques are reviewed and future scope is cited.
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1. Introduction

Retrieval of required-query-similar images from abundantly available / accessible digital images is a challenging need of today. The image retrieval techniques based on visual image content has been in-focus for more than a decade. Many web-search-engines retrieve similar images by searching and matching textual metadata associated with digital images. For better precision of the retrieved resultant images, this type of search requires associating meaningful image-descriptive-text-labels as metadata with all images of the database. Manual image labeling, known as manual image annotation, is practically difficult for exponentially increasing image database. The image search results, appearing on the first page for fired text query rose black, are shown in Figure 1 for leading web search engines Google, Yahoo and AltaVista.

Figure 1. Image search results for query – rose black
a) Google b) Yahoo c) AltaVista

Many resultant images of Figure 1 lack semantic matching with the query, showing vast scope of research leading to improvements in the state-of-art-techniques. The need evolved two solutions – automatic image annotation and content based image retrieval. The content
based image retrieval techniques aim to respond to a query image (or sketch) with query-similar resultant images obtained from the image database. The database images are preprocessed for extracting and then storing – indexing corresponding image features. The query image also gets processed for extracting features which are compared with features of database images by applying appropriate similarity measures for retrieving query-similar-images.

2. Issues

The biggest issue for CBIR system is to incorporate versatile techniques so as to process images of diversified characteristics and categories. Many techniques for processing of low level cues are distinguished by the characteristics of domain-images. The performance of these techniques is challenged by various factors like image resolution, intra-image illumination variations, non-homogeneity of intra-region and inter-region textures, multiple and occluded objects etc. The other major difficulty, described as semantic-gap in the literature, is a gap between inferred understanding / semantics by pixel domain processing using low level cues and human perceptions of visual cues of given image. In other words, there exists a gap between mapping of extracted features and human perceived semantics. The dimensionality of the difficulty becomes adverse because of subjectivity in the visually perceived semantics, making image content description a subjective phenomenon of human perception, characterized by human psychology, emotions, and imaginations. The image retrieval system comprises of multiple inter-dependent tasks performed by various phases. Inter-tuning of all these phases of the retrieval system is inevitable for over all good results. The diversity in the images and semantic-gap generally enforce parameter tuning & threshold-value specification suiting to the requirements. For development of a real time CBIR system, feature processing time and query response time should be optimized. A better performance can be achieved if feature-dimensionality and space complexity of the algorithms are optimized. Specific issues, pertaining to application domains are to be addressed for meeting application-specific requirements. Choice of techniques, parameters and threshold-values are many a times application domain specific e.g. a set of techniques and parameters producing good results on an image database of natural images may not produce equally good results for medical or microbiological images.

3. Image features

Various techniques for extraction and representation of image features like histograms – local (corresponding to regions or sub-image) or global, color layouts, gradients, edges, contours, boundaries & regions, textures and shapes have been reported in the literature.

Histogram is one of the simplest image features. Despite being invariant to translation and rotation about viewing axis, lack of inclusion of spatial information is its major draw back. Many totally dissimilar images may have similar histograms as spatial information of pixels is not reflected in the histograms. Consequently, many histogram refinement techniques have been reported in the literature. Histogram intersection based method for comparing model and image histograms was proposed in [1] for object identification. Histogram refinement based on color coherence vectors was proposed in [3]. The technique considers spatial information and classifies pixels of histogram buckets as coherent if they belong to a small region and incoherent otherwise. Though being computationally expensive, the technique improves performance of histogram based matching. Color correlogram feature for images was proposed in [2] which take into account local color spatial correlation as well as global distribution of this spatial correlation. The correlogram gives the change of spatial correlation of pairs of colors with distance and hence performs well over classical histogram based techniques. A modified histogram based technique to incorporate spatial layout information of each color with annular, angular and hybrid histograms has been proposed in [4]. In [5], cumulative histogram and respective distances for image similarity measures, overcoming quantization problem of the histogram bins was proposed. The representation of color distribution features for each color channel based on average, variance and skewness, described as moments, for image similarity was also presented.

Various segmentation techniques based on edge detection, contour detection and region formation have been reported in the literature. These techniques, in general, process low level cues for deriving image features by following bottom-up approach. Automatic image segmentation is a very crucial phase as the overall performance of retrieval results significantly depends on the precision of the segmentation. The most difficult task for any automatic image segmentation algorithm is to avoid under and over segmentation of images, possessing diversified characteristics. Hence, for required scale of segmentation, parameter tuning or threshold adjustment becomes unavoidable for versatile image segmentation algorithms.

Directional changes in color and texture have been identified in [10], using predictive color model to detect boundaries by iteratively propagating edge flow. This iterative method is computationally expensive because of processing of low level cues at all pixels for given scale. A novel hierarchical classification frame work based approach for boundary extraction with Ulrtametric
Contour Maps UCM - representing geometric structure of an image has been proposed in [7]. A generic grouping algorithm based on Oriented Watershed Transform and UCM [7] has been proposed in [6] to form a hierarchical region tree, finally leading to segmentation. The method enforces bounding contour closures, avoiding leaks - a root cause of under segmentation. Exhaustive precision-recall evaluation of OWT-UCM technique for different scales also has been presented. Region based image retrieval, incorporating graphs, multiple low level labels and their propagation, multilevel semantic representation and support vector machine has been proposed in [14], implying effectiveness of the method.

Various techniques based on generalized Hough transform and Fourier descriptors have been reported in the literature for shape and object boundary detection. A review of methods for shape comparison has been reported in [11]. Active contour model – snake has been used in [12] for interactive interpretation, where user-imposed constraint forces guide the snake to feature of interest. Many variations based on active contour methods have been found in literature. The boundary detection precision of active contour based methods is generally sensitive to seed-points or seed-contours, if not provided properly, snakes may not converge to true object boundaries. Recursive mean shift procedure based analysis of multimodal feature space and delineation of arbitrarily shaped cluster can be found in [9]. Scale invariant local shape features with chains of k-connected roughly straight family of contour segments has been used for object class detection in [13].

Many relevance feedback techniques have been proposed in literature to bridge the semantic gap by specifying positive and negative feed backs given by the user for refinement of results. A relevance feedback based interactive image retrieval approach to address issues of semantic-gap and subjectivity of human perception of visual contents was introduced in [23], which showed significant improvement in the results. In [40], orthogonal complement component based relevance feedback technique is proposed that does not treat positive and negative feedbacks equivalently, as the former share homogenous concepts where as latter do not. Generalized Bayesian learning framework with target query and a user conception based user-model has been proposed in [22] where target distribution, target query and matching criteria have been updated at every feed back step.

A fuzzy approach based CBIR, named FIRST - Fuzzy Image Retrieval SysTem, has been proposed in [15] to handle the vagueness in the user queries and inherent uncertainty in image representation, similarity measure, and relevance feedback incorporating fuzzy attributed relational graph comparisons for similarity measures. Contour and texture cues have been exploited simultaneously in [8] using intervening contour frame work and textons for image segmentation with spectral graph theoretic framework of normalized cuts. Perceptual grouping of block based visual patterns using modified Hough transform for object search technique in heterogeneous cluster-oriented CBIR with load balancing implementation has been reported in [21]. Two new texture features - Block difference of inverse probabilities (BDIP), measuring local brightness variations & block variation of local correlation coefficients (BVLC), and measuring local texture smoothness have been used in [16] and the combination of BDIP and BVLC moments for image retrieval improves performance compared to wavelet moments. Evolutionary group algorithm to optimize the quantization thresholds of the wavelet-correlogram has been reported in [17].

4. CBIR systems

A brief summary of some of the CBIR systems has been presented in this section. QBIC - Query By Image Content system, developed by IBM, makes visual content similarity comparisons of images based on properties such as color percentages, color layout, and textures occurring in the images. The query can either be example images, user-constructed sketches and drawings or selected color and texture patterns [26] [27]. The IBM developed QBIC technology based Ultimedia Manager Product for retrieval of visually similar images [28]. Virage [35] and Excalibur are other developers of commercial CBIR systems.

VisualSEEk - a joint spatial-feature image search engine developed at Columbia university performs image similarity comparison by matching salient color regions for their colors, sizes and absolute & relative spatial locations[29][30]. Photobook developed at Media Laboratory, Massachusetts Institute of Technology – MIT for image retrieval based on image contents where in color, shape and texture features are matched for euclidean, mahalanobis, divergence, vector space angle, histogram, Fourier peak, and wavelet tree distances. The incorporation of interactive learning agent, named FourEyes for selecting & combining feature-based models has been a unique feature of Photobook [31]. MARS - Multimedia Analysis and Retrieval Systems [32] and FIRE- Flexible Image Retrieval Engine [33] incorporate relevance feedback from the user for subsequent result refinements. Similar images are retrieved based on color features, Gabor filter bank based texture features, Fourier descriptor based shape features and spatial location information of segmented image regions in NeTra [34]. For efficient indexing, color features of image regions has been represented as subsets of color code book containing total of 256 colors. The frame work proposed in [10] has been incorporated for image segmentation in NeTra.
PicSOM (Picture & Self-organizing Map) was implemented using tree structured SOM, where SOM was used for image similarity scoring method [36]. Visual content descriptors of MPEG-7 (Moving Pictures Expert Group Multimedia Content Description Interface) were used in PicSOM [36] for CBIR techniques and performance comparison with Vector Quantization based system was proposed in [37]. Incorporation of relevance feedback in it caused improvements in the precision of results of PicSOM. SIMPLcity – Semantics-sensitive Integrated Matching for Picture Libraries incorporates integrated region matching methodology for overcoming issues related to improper image segmentation. The segmented images are represented as sets of regions. These regions, roughly corresponding to objects are characterized by their colors, shapes, textures and locations. The image search is narrowed-down by applying image-semantic-sensitive categorization for better retrieval performance [38]. The online demo of SIMPLcity is available at [39]. Comparison of the mean average precision of three content based image retrieval methodologies have been presented in [18], indicating improvements in the performance over last few years. Performance comparison of query by visual example and query by semantic example has been reported in [18], demonstrating superior performance of the latter. As reported, the content based image retrieval methodologies have evolved from modeling visual appearance, to learning semantic models and finally to making inferences using semantic spaces. Performance comparison of minimum probability of error retrieval frame work based query by visual example and query by semantic example has been reported in [20], concluding semantic representations of images have an intrinsic benefit for image retrieval. Elaborative study of query by semantic example addressing structure of semantic space and effect of low level visual features & high level semantic features on over all performance of CBIR system has been reported in [19].

A comparative survey of CBIR systems / techniques have been reported in [24][25].

5. Discussion

The road map of development of CBIR techniques began with simple primitive features based indexing methodologies that later got enhanced with combinational features. Two major issues, semantic-gap and subjectivity of semantics are addressed by the state of the art techniques. Many state of the art techniques incorporate iterative relevance feed back from user for refinement of results. Semantic gap bridging approaches based on fuzzy, evolutionary and neural network have also been reported. Hierarchical approaches for feature extraction and representations achieve hierarchical abstraction; help matching semantics of visual perception of human beings. Several modern techniques focus on improvements on processing of low level cues so as to precisely extract features. We intend to propose that prominent boundary detection based hierarchical approach with region feature extraction would significantly improve the quality of retrieval results. Many state of the art techniques suggest that semantic domain based image retrieval systems, comparing meaningful concepts improve quality of retrieved image set. Effective learning and inferring of meaningful concepts may get proved critical for such systems.

The state of the art image retrieval techniques have a scope of under-going significant technical evolution.
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